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The Shewhart and CUSUM control chart techniques have found wide application in the manufacturing
industries. However, workpiece quality has also been greatly enhanced by rapid and precise individual
item measurements and by improvements in automatic dynamic machine control. One consequence is
a growing similarity in the control problems faced by the workpiece quality control engineer and his

10h)

O\A r compatriot in the continuous process industries. The purpose of this paper is to exposit a control chart
! technique that may be of value to both manufacturing and continuous process quality control engineers:
y h/). the exponentially weighted moving average (EWMA) control chart. The EWMA has its origins in the

early work of econometnicians, and although its use in quality control has been recognized, it remains

a largely neglected tool. The EWMA chart is easy to plot, eqs

interpret imits are

easy to gbtain. further. the EWMA leads naturally to an empirical dynamic control equation.

Introducuon

HE exponentially weighted moving average
(EWMA)hasbeenarounaaiongtime. The EWMA
in quality control charting wus :rst exposited by Rob-
erts (1959) in a landmark paper i which the author
compared the average run lengths of the EWMA chart
(there called “‘the geometric moving average chart™)
te-the Shewhart chart and other simple moving av-
erage schemes. The EWMA ulso found early applica-
tion in economics (Muth [1960]), and in inventory
control and forecasting (Brown [1962]). The industrial
uses of the EWMA were discussed by Freund (1962),
and modifications by Stewart ( 1970), and Wortham
and Henrich (1972). The EWMA has. however, seldom
been employed by quality controi engineers. This is
doubly unfortunate since the EWMA can be viewed
as a compromise between the Shewhart and CUSUM
arting procedures, and perhaps more importantly,
as a method for establishing reaj-t mic control
of industrial We begin with a brief descrip-
tion of the associated Shewhart and CUSUM charting
procedures.

In all that follows, observations y, (t = 1, 2, - - -,
T) are assumed to be sequenually recorded and the
observations, or some function of the observations,
plotted for the purpose of controlling a manufacturing
process. In each case the plotted point is compared to
control limits, and if found to be beyvond these critical
boundaries, declared a signal that the observed process
requires attention. In this paper all descriptions and
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comparisons of charting techniques mﬂﬁumg the
observations to be normally distributed. =1
+ ¢, where n is the mean of the process and the errors
¢, are normally and independently distributed with
zero mean and constant variance.

The Shewhart Control Chart

In a Shewhart control chart upper and lower control
limits for the plotted points are established around
the process mean 7 at positions 5 * 3, the “three-
sigma’” limits where ¢ is the standard error of the
points plotted. In a process under ideal control the
mean n will equal a fixed target value r required by
the process specifications. A signal that the observed
process requires attention is given whenever the most
recent plotted point falls outside the control limits.
This method of process control charting is called a
Shewhart chart to honor its originator, Dr. W. A.
Shewhart (1931, 1938). |

In practice the Shewhart control chart is established
empirically. Usually, repeated random homogeneous
samples of four or five observations each are gathered
from the process, and, based upon the sample averages
7 and ranges R (or estimates s of the standard devia-
tion), empirical control charts are established with
the center line of the chart the grand average . Many
approaches for establishing the three-sigma upper and
lower control limits for the Shewhart control chart
are in use, each dependent upon knowledge about the
mean, variance and target values and each with its
own set of constants. See ANSI/ASQC Al (1978, Table
1), Grant (1952), Hansen (1963), Duncan (1974), and
Grant and Leavenworth (1980).
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e CUSUM control chart was fir troduced in
land by Page (1954). Other im nt early con-
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The standard Shewhart chart with its =3¢ limits
only rarely provides a signal when the current process
is at its mean level, thus keeping the Type I error, or
“a risk,” small. Freund's (1957) acceptance control
charts provide control limits that simultaneously con-
sider both the Type I and Type Il errors (i.e., both a
and 8).

The CUSUM Chart

An alternative method for plotting sequentially re-

corded observations y, is to plot their cumulative sum,
r

2 ¥, against time ¢. Or, rather than the cumulative
i=]

sum of the observations, one can use the cumulative
sum of the deviations

d:*%*" (1)

where C is some convenient constant. usually the tar-
get value 7. Thus a CUSUM chart is the quantity
T

=20 0= T4, (2)

=1 =}

plotted against T.

tributors are Barnard (1959), Ewan and Kemp (1960)
and Johnson and Leone (1962). Ewan (1963) provides
an excellent expository article on the CUSUM, and a
small text elucidating CUSUM procedures was au-
thored by Woodward and Goldsmith (1964).

If the mean 7 of the observed values y, equals the
target value, 7, then S, = '-‘" d, will plot as a random

walk, that is, S; will wander randomly about zero.
However, should the mean of the process differ by a
slight amount é from the target value, then the ex-
pected value of Sy will add é with each observation.
The plot of Sy thus increases or decreases depending
on the sign of 8/Therefore. when plotting a CUSUM
chart the analyst watches for a change in the slope
of the plot of 8y as an indication of a shift in mean

: ~away from target.

Surprisingly, even when the mean is on target, the
CUSUM Sy can wander remarkably far and give the
appearance of a change in mean. For statistical process
control purposes the CUSUM chart is often accom-
panied by a “V" mask. The mask is in the shape of a
V placed sidewise (>) with its vertex placed a fixed
distance from the last plotted CUSUM point. As long
as the entire historical track of S, lies within the
branches of the V, no signal is provided. A signal that
the process needs attention occurs when any single

Journal of Quality Technology

J. STUART HUNTER

point of the S, plot falls outside the branches of
the V.

Unlike the Shewhart chart, the control limit pa-
rameters (the lead distance and interior angle of the
V mask) take into account both the « and g risks along
with the size of the shift é§ felt to be economically
important. Detailed instructions on the construction
of the V mask are given in Johnson and Leone (1977).

Many variations of the CUSUM are possible. If in
equation (2) one uses the quantity C = r £ /2, the V
mask converts into two separate pairs of parallel con-
trol limits similar in appearance to the Shewhart chart,
one pair of control limits for ¢ = 7 + §/2, and a second
for C = r — 6/2. A single pair of these control limits
can be used as a one-sided CUSUM chart. In these
instances only those values of Sr with the same sign
as é are plotted. For example, should é be positive and
the CUSUM S, go negative because of an observed
series of negative recordings of d, = y, — (v + §/2),
then Sr is simply recorded as equal to zero. A one-
sided CUSUM chart thus occasionally “ignores” ob-
served values of d, having a sign opposite to 6. The
plot of §7 restarts with the first d, with the same sign
as 6. Recently Lucas and Crosier (1982) have proposed
important modifications to the CUSUM chart that
provide for early detection of process shifts.

Weighting the Historical Data

One key to understanding the differences between
the Shewhart, CUSUM, and EWMA control charts rests
in knowing how each charting technique uses the data
generated by the production process. For the classical
Shewhart chart (where by “classical” we mean for
the moment to ignore the use of runs) the signal that
the process may be out of control is the appearance
of a single point falling beyond the 3¢ limits. In terms
of a weighting function, the signal thus depends entirely
on the last plotted point; that is, the weight given the
last plotted point is w, = 1, and the weights given to
all previous values are w,, = 0 for k¥ = 1. For the
ordinary CUSUM chart the out of control signal de-

r
pends upon the sum S, = Z d;. Of course, in
computing a sum each entry tilals equal weight, and
thus the most recent d, is equal in influence to the
most ancient, and w, = 1/n for all .

The weighting functions for the classical Shewhart
chart and for the ordinary CUSUM chart are displayed
in Figures 1a and 1b. The reader will note that for the
purpose of providing signals the classical Shewhart
chart has no memory. That is, it ignores the immediate
history. The ordinary CUSUM chart, however, has an
elephant-like memory, giving equal attention to the
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FIGURE 1. Data Weighting for the Shewhart, CUSUM, Moving Average and EWMA @

most ancient datum as welil us the most recent. Of
course, the Shewhart chart with runs does use the
historical data, and various forms of the CUSUM chart
will ignore portions of the tustory. In both instances
the data weighting functions will therefore differ from
those displayed. Our purpose here is to illustrate in
its simplest form how the charts weight the data.

The Moving Average

The desire to employ historical data more resource-
fully has occasionally led to the use of the moving
average. A plot of a moving average of k¥ = 5 obser-
vations simply displays the average of the five most
recent observations. Each new entering observation
forces the oldest in the group out of the computation.
The weighting function for a moving average of &
= 5 Is displayed in Figure lc. Une may question the
reasonableness of giving equal importance to the most
recent £ observations and zero importance to all pre-
vious. The moving average smooths a time series.
Further, as illustrated in Nelson (1983), the moving
average can produce cyclic and trend-like plots even
when the original data are themselves independent
random events with a tixed mean. This characteristic
lessens its usefulness as a control mechanism.
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The EWMA

The exponentially weighted moving average
(EWMA) is a statistic with the characteristic that it
gives less and less weight to data as they get older and
older. A plotted point on an EWMA chart can be given
a long memory, thus providing a chart similar to the
ordinary CUSUM chart, or it can be given.a short
memory and provide a chart analogous to a Shewhart
chart. An example of a weighting function for a
EWMA is displayed in Figure 1d.

The EWMA is very easily plotted and may be
graphed simultaneously with the data appearing on
a Shewhart chart. Th‘eﬁ?ﬁc’ﬂ_A_l_s‘best plotted one time

sition ahead of the most recen on. Later
discussion will show the EWMA may be viewed as the
forecast for the next observation, but that need not

bother us hiere. Uur immediate purpose is only to plot

the statistic. The EWMA equals the present predicted

value plus A times the present observed error of pre-

diction. Thus,

EWMA =g, =3, + Ae, 3
=+ My, — ) . C))
Journal of Quality Technology
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where

Ui+1 = predicted value at time ¢ + 1 (the new EWMA)
Y. = observed value at time ¢
g: = predicted value at time ¢ (the old EWMA)
€ =Y, — 1, = observed error at time ¢
and Aisaconstant (0 < A < 1) that determines the
depth of memory of the EWMA.

Equation (4) can be written as
G =AY+ (1= A, (5)
e Plotting the EWMA

To plot the EWMA, let the symbol + stand for pre-
dicted values and @ for observed values. We now pro-
—pose to plot simultaneously the observations y, and
the EWMA 7, on the same graph. Data for the ex-
ample are given in Table | Let A = 0.5 and suppose
at ¢ = 0 a process thought to be under control has a
target value r = 50. To iniuate the EWMA, set the
initial predicted value 7, equali to the target value and
plot it at position ¢ = 1. The tirst observed value y,
= 52 is now also plotted at position ¢ = | as shown in
Figure 2a. The observed errar ¢, equals 2.0. The next
predicted value g, is obtained using equation (3). Thus
Y2 = 50 + 0.5(52 — 50) = 51 as illustrated in Figure
2b. When the second observed value y, = 47 is ob-
tained, Figure 2c can be constructed. The observed
value y, is first plotted and then the new predicted
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FIGURE 2. The EWMA, Indicated by the s, is Computed

at Time t but Plotted at Time Position t + 1. Observations
are indicated by @.
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value g3 = ¥ + Ae; = 51 + 0.5(47 — 51) = 49. The
fourth predicted value, displayed in Figure 2d, is ob-
tained once the third observed value y; = 53 is in hand.
Thus g, = ¥3 + 0.5(ys — ¥3) = 51, and so on. The pre-
dicted values, the g,,,, are the EWMA.

The current EWMA contains all the historical in-
formation and there is no need to keep records of the
previous observations or their weights., The new
EWMA, #,4,, is simply updated by adding As, to the
old EWMA, 7,. After a little practice, plotting the
EWMA is almost as easy as plotting the successive
observations.

TABLE 1. EWMA Forecast Computations Using Various Values of A

A=05 A=08 A=02
i obs EWMA & EWMA & EWMA . [
1 52.0 (50.00) 2.00 (50.00) 2.00 (50.00) 2.00
2 47.0 51.00 —-4.00 51.60 —4.60 50.40 -3.40
3 53.0 49.00 4.00 47.92 5.08 49.72 : 328
4 493 51.00 -1.70 51.98 —2.68 50.38 -1.08
5 50.1 50.15 -0.05 49.84 0.26 50.16 —0.08
6 47.0 50.13 -3.13 50.05 -3.05 50.15 -3.16
7 51.0 18 56 2.44 47.61 3.39 4952 1.48
8 50.1 49 78 0.32 50.32 -0.22 49.82 028
9 51.2 19.94 1.26 50.14 1.06 49.87 1.33
10 5056 5057 -0.07 50.99 —0.49 50.14 0.36
11 496 50 .54 -0.94 50.60 -1.00 50.21 =081
12 476 50.07 —2.47 49.80 -2.20 50.09 —-2.49
13 499 48 83 1.07 48.04 1.86" 49.59 0.31
14 51.3 49.37 1.93 49.53 177, 49.65 . 1.65
15 478 50.33 -2.53 50.85 -3.15 49.98 . —218
16 51.2 49.07 2.13 48.43 2.T7 4955 -1.65
17 52.6 50.13 2.47 50.65 1.95 49.88 2T
18 52.4 51.37 1.03 52.21 0.19 50.42 . 7198
19 536 51.88 1.72 52.36 1.24 50.82 . 278
20 52.1 52.74 -0.64 53.35 -1.25 51.37 B s
21 52.42 52.35 51.52 s
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The Weighting Constant A

As shown in the Appenaix. the EWMA can be writ-
ten as

Yur = E'f-u. (6)

where the w, are weights ana

w,= M1 = Ar <)

The sum of the weights = &, = | The constant A

=1

determinesthe “memory " f the EWMA statistic. That
is, A determines the rate of decav of the weights and

hence the amount of information secured from the
historical data. Note now that us A — 1. u, = | and
41 practically equals the most rocent observation y,.
When the process is under - nitrol and A = 1. points

plotted on the classical Shiewriirt < nart and those on
an EWMA chart are theretore cnost equal in their
ability to detect signals <1 teoqroiures from assump-

tions. As A = 0. the most re+nt pservaton has small
weight, and previous observiitions near egual (though
lower) weights. Thus. as A —  'he EWMA takes on
the appearance of the Cl'SI'M T KWMA control
chart for values of 0 « A - tands between the
Shewhart and CUSUM controi « harts in 1ts use of the
historical data.

< The choice of A can be -1 */ e mdgment of the
quality control analyst. _f',_J_)(—'I‘Ir nce with econometric
data suggests values of A = 12 = | ‘The smaller the

value of X the greaterMa oo of the historical
data. For example, using equation (7) with A = 0.3,
the most recent y, has weight U 3 w tule u,_,, has weight

A1 — A)'° = 0.0085; that is. onlv w. ,,, w, = 0.028 or
approximately 3% the weight of the most recent ob-
servation. However, with A = ¢ | tservation y,_,o has

weight w,_,; = 0.0349 or approximatelv 5% the weight
~ of the most recent observation

The parameter A can be estimaled using an iterative
least squares procedure /o illustrate. suppose the ob-
S * |, Yoo listed 1n Table 1 had been
gathered from a process with target value r = 50 before
A had been chosen. The analvst. by considering the
data as new data arriving sequenually, could for dif-

ferent values of A compute the rorresponding se-

quential set of predicted values i based on the EWMA

as illustrated in Table 1. For A = 1} 5 the sum of squares

of the errors associated with the predicted values in
20

Table 1is X ¢ = 89.66, for A = 1 8 the error sum of
o »

squaresis T ¢ =117.39and for A - 12 T & = 78.02.

I=1 i=1
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Based upon this very limited evidence the value A
= ().2 is preferred since it provides the smallest error
sum of squares. The 'best’ estimate, the least squares
estimate. 1s A = 0.112. In practice, at least fifty obser-
vations should be employed in such estimation pro-
cedures.

EWMA Control Limits

As shown in the Appendix, the variance of the
EWMA is
Var(EWMA) = [A/(2 - \)]o?
and thus
oewma =[A/(2— )\)I"”

An estimate of ¢ can be obtained from the minimum
error sum of squares Z ¢ obtained while estimating
A. That is.

T
= 2 /(T—1)
=1
When the Shewhart and EWMA charts are constructed
and plotted simultaneously ogwwa can be estimated
from the information used in establishing the three-
sigma Shewhart control limits. That is,

TewMa = [A/(2— 4\)]0 EGShﬂrhu-.‘
The three-sigma control limits for the EWMA are
For this example, with the target value r = 50 and A
= 0.5 the three-sigma limits for the EWMA are

50 £ 1.730 snewhar -

The Shewhart and the EWMA control limits may
be conveniently placed on the same chart, and both
¥ and the EWMA co-plotted as indicated in Figure 3.
USIing Gshewnarr = 1.5 the three-sigma Shewhart control
limits for the piotted Shewhart points (usually aver-
ages) are given by 50 + 4.5, and the three-sigma control
limits for the plotted EWMA forecasts (constructed
from the Shewhart points) by 50 + 2.6. In either case
a “‘'signal” is produced whenever the last plotted point
falls beyond its appropriate control limits. In this ex-
ample, at time position ¢ = 19 the EWMA (the forecast)
falls beyond the upper control limit for the EWMA, a
signal that the process needs immediate attention.

In practice the classical Shewhart chart (only the
last plotted point falling outside the 3¢ limits prcmdmg
a signal) is aided by the use of runs. For example, two
out of three successive points falling within the region
n + 20 and n + 3o, or six points in sequence above the
chart’s center line, are frequently taken to be signals
that the process is no longer under control, see Nelson
(1984). Employing runs provides an informal use of

7= Hopwmal.

Journal of Quality Technology




Jis

™~

¥

-/
—

‘\

—

208 I. STUART HUNTER

56~ - F
54; UCL for y,
®
52_.__' —————————————————————— 0-.—*——%"*"'UCI_ for EWMA
. o bl A
* ¥ . 5
50—*—L——1—L*—*—l—;-* -~ Ao * 1 1 1 1 TARGET
" % ® * %
% %*
48— ®
Fesm e = S o e LCL for EWMA
46__ LCL for y-t
a4

FIGURE 3. Observanons y (@) and the EWMA () Co-plotted With Their Upper and Lower Control Limits. 7

the recent history and. in 'ne nands of an experienced
analyst, can make the Shewhart chart take on the
aspects of the EWMA chart However, the EWMA
chart provides a regular and formal use of the histor-
ical data. Runs and all other data configurations are
encompassed in the EWMA forecast. Further, once
the EWMA has been computed it contains all the in-
formation provided by the historical record. There is
no need to save or, as in the case of the modified
CUSUM, to give occasional zero weights to recorded
observations.

Process Control

The EWMA can be used as a dynamic process con-
trol tool. When the process mean 5 is on the target
(i.e., n = 7) all three charting procedures, the Shew-
hart, CUSUM and EWMA, are roughly equivalent in
their ability to monitor departures from target. How-
ever, the EWMA provides a forecast of where the pro-
cess will be in the next instance of time. It thus pro-
vides a mechanism for dynamic process control.

To control a process it is convenient to forecast
where the process will be in the next instance of time.
Then, if the forecast shows a future deviation from
target that is too large, some electro-mechanicai con-
trol system or process operator can take remedial ac-
tion to compel the forecast to equal the target. In
modern manufacturing, and particularly where an
observation is recorded on every piece manufactured
or assembled, a forecast based on the unfolding his-
torical record can be used to initiate a feedback control
loop to adjust the process.

Journal of Quality Technology

Of course, if an operator is part of a feedback control
loop he must know what corrective action to perform,
and care must be taken to avoid inflating the vari-
ability of the process by making changes too often.
But control engineers long ago learned how to close
the feedback loop linking forecast and adjustment to
target. The same information feedback loop exists in
many situations which only the operator can control.
The EWMA chart not only provides the operator with
a forecast, but aiso with control limits to inform when

_the forecast is statistically significantly distant from
the target. Thus, when an EWMA signal is obtained,
appropriate corrective action based on the size of the
forecast can often be devised.

The Empirical Control Equation

The EWMA can be modified to enhance its ability
to forecast. In situations where the process mean
steadily trends away from target the EWMA can be
improved by adding a second term to the EWMA pre-
diction equation. That is,

Modified EWMA = ﬁ;ﬂ = g, + Aleg + Ag 28,

where A\, and X, are constants that weight the error
at time ¢ and the sum of the errors accumulated to
time ¢{. The coefficients A\, and A, can be estimated
from historical data by an iterative least-squares pro-
cedure similar to that illustrated earlier for the esti-
mation of A in equation (3).

A third term can be added to the EWMA prediction
equation to give the empirical conirol equation

~
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where the symbol ¥ means the tirst difference of the
errors g,; that is Ve, = », — »._,. Note now that the
forecast ., equals the present predicted value (zero
if the process has been adjusted to the target) plus
three quantities: one proportional to e,, the second a
function of the sum of the ¢,. and the third a function
of the first difference of the ¢, These terms are some-
times called the “'proportional”, “integral”, and “dif-
ferential” terms in the process control engineer’s basic
proportional, integral. differenual (“PID") control
equation. The parameters A,. A, and A\, weight the
historical data to give the best torecast.

The EWMA may thus be viewed as more than an
alternative to either the Shewnart or the CUSUM con-
trol charts. The EWMA mav also be viewed as a dy-
namic control mechanism to heip keep a process mean
on target whenever discrete aata on manufactured
items are sequentiallv avaiabie An extensive litera-
ture exists describing discrere aata process control,
two important statistical reterences being Box and
Jenkins (1976) and more recently, Pandit and Wu
(1983). In this literature nne nhinds that the EWMA is
an important member ! 4 large class of time series
models identified by Box and Jenkins as ARIMA mod-
els (Autoregressive, Integrated, Moving Average
models).

Conclusion

The technology of industrial quality control is a
continuum, beginning with simple time plots of data
and proceeding to control chart methodologies of in-
creasing complexity. The Shewhart, CUSUM and
EWMA control charts all represent stages in this con-
tinuum. The EWMA chart mav be viewed as an al-
ternative, or used in addition to, the more familiar
Shewhart and CUSUM charts. But the EWMA chart

also provides the qualitv control engineer with the

opportunity to begin to consider real-time dynamic

control of processes using discrete data. Most appli-

catio g techniques require that | that the

operator leave the process alone. If desired, the EWMA
can_be n_be_employed to make the operator_ part of the

feedback control loop
Rgsmack COIMON
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Appendix

Substituting 7, = Ay,—, + (1 — A)g,-, into equation

(5) gives for the EWMA

Jorr = MY+ (1= MAYemy + (1= N)gii]

= Ay + A1 = Ny + (L= AP
but
Fi-1 = A=z T (1 = N
Thus

Jra =AY+ ML =y, A1 - MY +(1— A)3?;":—-2-

Employing equation (5) recursively we find that the
EWMA is a linear combination of the observations of
the form

§r+1 =EWMA = E W;Yi

=0
where the weights
wy=A1-=N)"

Given the errors ¢ are independent with constant
variance, the variance of the EWMA is

V(EWMA) = (3 u?)o®

=2+ AY(1 = A2+ N1 =N+ - - - Jo?
=\2%/[1 - (1= A =[\/(2=N)]e*.
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